Abstract: We present, for the first time, a quantitative retrieval error-propagation study for a bistatic high spectral resolution lidar (HSRL) system intended for detailed quasi-global monitoring of aerosol properties from space. Our results demonstrate that supplementing a conventional monostatic HSRL with an additional receiver flown in formation at a scattering angle close to 165° dramatically increases the information content of the measurements and allows for a sufficiently accurate characterization of tropospheric aerosols. We conclude that a bistatic HSRL system would far exceed the capabilities of currently flown or planned orbital instruments in monitoring global aerosol effects on the environment and on the Earth’s climate. We also demonstrate how the commonly used a priori “regularization” methodology can artificially reduce the propagated uncertainties and can thereby be misleading as to the real retrieval capabilities of a measurement system.
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1. Introduction

Atmospheric aerosols through their direct and indirect radiative effects cause significant uncertainties in our understanding and assessment of global climate change [1–9]. These uncertainties are, in fact, so large that they preclude definitive climate model evaluation by comparison with the observed global temperature change and must be reduced by at least a factor of three [10]. Achieving this goal requires a comprehensive global aerosol-monitoring program with three major science objectives [3]: the determination of the global distribution of aerosol and cloud properties; the evaluation of the direct aerosol effect on the Earth’s radiation budget; and the quantification of the effects of aerosols on clouds and precipitation.

Toward meeting these objectives, National Research Council’s 2007 Earth Decadal Survey [11] recommended a NASA Aerosol/Clouds/Ecosystems (ACE) satellite mission [12]. This mission is intended to provide a quasi-global 3D dataset of aerosol properties suitable for constraining aerosol transport models, thereby facilitating accurate aerosol forcing estimates and global climate predictions. The ACE mission is planned to include a multi-wavelength high spectral resolution lidar (HSRL) whose data are expected to yield the quasi-global distribution of vertically resolved aerosol microphysical characteristics.

Current retrieval algorithms for the HSRL (heavily relying on various regularization procedures) use the combination of backscattering coefficients in three spectral channels and extinction coefficients in two channels, commonly referred to as “$3\beta + 2\alpha$”. The results of recent studies [13, 14] suggest that without strong a priori constraints the “$3\beta + 2\alpha$” dataset is underdetermined with respect to the full suite of requisite microphysical aerosol parameters and that additional coincident measurements are required in order to facilitate accurate retrievals. In some cases such supplementary data could be provided by, e.g., a polarimeter [15].

An alternative methodology was outlined in a recent perspective [16] and contemplates flying one or more secondary receivers of scattered laser light on separate satellites in formation with the main platform carrying the HSRL. Such receivers would measure the laser signals scattered by aerosol particles at different angles in addition to the exact backscattering direction, thereby providing supplementary information that can help better constrain the retrievals.

Note that the idea of a bi/multistatic lidar measurement system is not new. The general geometric layout of a bistatic radar configuration and the corresponding equation were described in detail by Rogers and Eccles in 1971 [17] and later adapted (in a simplified form) to lidar remote sensing by Reagan et al. [18, 19]. While several ground-based bi- and multistatic lidar systems have been built since the 1980s, airborne instruments are still in the concept-development phase (see [16] for further references).

Although the qualitative discussion in [16] is strongly indicative of a great aerosol-characterization potential of a bistatic HSRL configuration, it needs to be supplemented by an explicit quantitative demonstration. This paper is a natural extension of [16] in that it presents the results of a numerical sensitivity analysis of the retrieval accuracy of a bistatic HSRL system. We use a linearized error-propagation model based on [20] to parallel the recent evaluation of the conventional “$3\beta + 2\alpha$” technique based on a monostatic HSRL [14]. In this way we provide the first ever quantitative assessment of the great improvement rendered by the addition of a secondary detector. An important byproduct of our study is the demonstration of a potentially misleading effect of invoking a priori constraints in assessing the likely accuracy of a retrieval methodology.

2. Bistatic lidar system

In this study we follow the conventions and notation of [16] which we will briefly outline here. There and in this paper the term “bistatic lidar system” refers to a combination of the conventional backscattering lidar (with both the laser beam and the receiver pointed at nadir)
and one additional receiver with the outward optical axis constituting an angle 180° − Θ with the transmitted beam direction. Here Θ is the scattering angle, i.e., the angle between the incidence (nadir in our case) and scattering directions. The Stokes parameters of both the transmitted and the scattered laser light are defined with respect to the scattering plane, which coincides in this case with the meridional plane of the scattered beam. The Stokes column vectors of the scattered lidar returns at the two receivers and that of the transmitted (incident) laser beam are, respectively,

\[
\mathbf{I}_a^{\text{sc}}(\Theta) = \begin{pmatrix}
I_a^{\text{sc}}(\Theta) \\
Q_a^{\text{sc}}(\Theta) \\
U_a^{\text{sc}}(\Theta) \\
V_a^{\text{sc}}(\Theta)
\end{pmatrix},
\quad
\mathbf{I}_b^{\text{sc}} = \begin{pmatrix}
I_b^{\text{sc}} \\
Q_b^{\text{sc}} \\
U_b^{\text{sc}} \\
V_b^{\text{sc}}
\end{pmatrix},
\quad
\text{and}
\quad
\mathbf{I}^{\text{inc}} = \begin{pmatrix}
I^{\text{inc}} \\
Q^{\text{inc}} \\
U^{\text{inc}} \\
V^{\text{inc}}
\end{pmatrix},
\]

where the subscripts “a” and “b” stand for “additional” and “backscatter”, respectively. These vectors satisfy the system of bistatic lidar equations:

\[
\mathbf{I}_a^{\text{sc}}(\Theta) = T_1 T_2(\Theta) F^V(\Theta) \mathbf{I}^{\text{inc}},
\]

\[
\mathbf{I}_b^{\text{sc}} = T_1^2 F^V(180°) \mathbf{I}^{\text{inc}}.
\]

Here we assume that the geometric factor depending on specific transmitter–receiver configuration is always known and is omitted for simplicity. In Eqs. (2) and (3), \( T_1 \) is the scalar exponential attenuation factor corresponding to the vertical light path from the laser to the scattering volume, while \( T_2(\Theta) \) is the scalar exponential attenuation factor corresponding to the slanted light path from the scattering volume to the receiver. \( F^V(\Theta) \) is the local scattering matrix per unit volume of the atmosphere. In general, it has a particulate (aerosol in our case) and a Rayleigh component:

\[
F^V(\Theta) = \frac{k^{\text{p}}}{4\pi} F^\text{p}(\Theta) + \frac{k^{\text{R}}}{4\pi} F^\text{R}(\Theta),
\]

where \( F^\text{p}(\Theta) \) and \( F^\text{R}(\Theta) \) are, respectively, the particulate and Rayleigh 4 × 4 normalized scattering matrices, while \( k^{\text{p}} \) and \( k^{\text{R}} \) are the corresponding particulate and Rayleigh scattering coefficients.

3. HSRL

The HSRL technique [21–23] uses spectral broadening of the lidar return from the gaseous atmosphere, which allows for the separation between the gaseous and particulate returns:

\[
\mathbf{I}_a^{\text{sc}}(\Theta) = \mathbf{I}_a^{\text{sc,p}}(\Theta) + \mathbf{I}_a^{\text{sc,R}}(\Theta),
\]

\[
\mathbf{I}_b^{\text{sc}} = \mathbf{I}_b^{\text{sc,p}} + \mathbf{I}_b^{\text{sc,R}},
\]

where

\[
\mathbf{I}_a^{\text{sc,p}}(\Theta) = T_1 T_2(\Theta) \frac{k^{\text{p}}}{4\pi} F^\text{p}(\Theta) \mathbf{I}^{\text{inc}},
\]

\[
\mathbf{I}_b^{\text{sc,p}} = T_1^2 \frac{k^{\text{p}}}{4\pi} F^\text{p}(180°) \mathbf{I}^{\text{inc}}.
\]

\[
\mathbf{I}_a^{\text{sc,R}}(\Theta) = T_1 T_2(\Theta) \frac{k^{\text{R}}}{4\pi} F^\text{R}(\Theta) \mathbf{I}^{\text{inc}},
\]

\[
\mathbf{I}_b^{\text{sc,R}} = T_1^2 \frac{k^{\text{R}}}{4\pi} F^\text{R}(180°) \mathbf{I}^{\text{inc}}.
\]

Given that the vertical profile of \( k^{\text{R}} \) is usually assumed to be known, and the Rayleigh scattering matrix has a simple analytical form [24], Eqs. (7) yield the products \( T_1 T_2(\Theta) \) and \( T_1^2 \). These products are then used in Eqs. (6) to derive the combinations \( k^{\text{p}} F^\text{p} \mathbf{I}^{\text{inc}} \). The attenuation factor \( T_1 \) is also used for the retrieval of the extinction coefficient \( k^{\text{ext}} \).
In this study all aerosol particles are assumed to be spherically symmetric. For such particles the normalized scattering matrix has a particularly simple form with only four independent elements [25–28]:

\[
\mathbf{F}^p(\Theta) = \begin{pmatrix}
F_{11}^p(\Theta) & F_{12}^p(\Theta) & 0 & 0 \\
F_{12}^p(\Theta) & F_{11}^p(\Theta) & 0 & 0 \\
0 & 0 & F_{33}^p(\Theta) & F_{34}^p(\Theta) \\
0 & 0 & -F_{34}^p(\Theta) & F_{33}^p(\Theta)
\end{pmatrix}.
\] (8)

Note that in the backscattering direction,

\[
F_{12}^p(180^\circ) = F_{34}^p(180^\circ) = 0 \quad \text{and} \quad F_{33}^p(180^\circ) = -F_{11}^p(180^\circ),
\] (9)

so that only a single matrix element survives:

\[
\mathbf{F}^p(180^\circ) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix} F_{11}^p(180^\circ).
\] (10)

The structure of the scattering matrix (8) allows for a direct measurement of its elements with an appropriate polarization of the transmitted laser beam [16, 24]. We assume the transmitted beam to be fully linearly polarized at 45° relative to the scattering plane. In this case the only non-zero components of the incident Stokes vector are \(I^\text{inc}\) and \(U^\text{inc} = I^\text{inc}\):

\[
I^\text{inc} = \begin{pmatrix}
1 \\
0 \\
1 \\
0
\end{pmatrix} I^\text{inc}.
\] (11)

Hence

\[
k_{\text{sca}}^p \mathbf{F}^p(\Theta) I^\text{inc} = I^\text{inc} k_{\text{sca}}^p \begin{pmatrix}
F_{11}^p(\Theta) \\
F_{12}^p(\Theta) \\
F_{33}^p(\Theta) \\
-F_{34}^p(\Theta)
\end{pmatrix}
\] (12)

and

\[
k_{\text{sca}}^p \mathbf{F}^p(180^\circ) I^\text{inc} = I^\text{inc} k_{\text{sca}}^p F_{11}^p(180^\circ) \begin{pmatrix}
1 \\
0 \\
-1 \\
0
\end{pmatrix}.
\] (13)

Assuming that the intensity of the incident laser beam is known, we obtain from a single-wavelength HSRL measurement the following quantities implicitly characterizing the properties of the atmospheric particles:

\[
\alpha = k_{\text{ext}}^p, \quad \beta = k_{\text{sca}}^p F_{11}^p(180^\circ), \quad \gamma_{11} = k_{\text{sca}}^p F_{11}^p(\Theta), \quad \gamma_{12} = k_{\text{sca}}^p F_{12}^p(\Theta), \quad \gamma_{33} = k_{\text{sca}}^p F_{33}^p(\Theta), \quad \gamma_{34} = k_{\text{sca}}^p F_{34}^p(\Theta).
\] (14–19)
Table 1. Expected variability ranges of the state vector elements

<table>
<thead>
<tr>
<th>$r_{\text{eff}}$, $\mu$m</th>
<th>$v_{\text{eff}}$</th>
<th>$m_r$</th>
<th>$m_i$</th>
<th>$N_c$, cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>min</td>
<td>0.02</td>
<td>0.1</td>
<td>1.33</td>
<td>0.0</td>
</tr>
<tr>
<td>max</td>
<td>2</td>
<td>0.5</td>
<td>1.90</td>
<td>0.3</td>
</tr>
<tr>
<td>1/2 range</td>
<td>1</td>
<td>0.2</td>
<td>0.29</td>
<td>0.15</td>
</tr>
</tbody>
</table>

where $\alpha$ and $\beta$ are, respectively, the extinction and backscattering coefficients derived from the traditional monostatic HSRL measurement, while $\gamma_{ij}$ are supplementary parameters obtained using the additional receiver in the bistatic lidar system.

Typically HSRL operates at three wavelengths: 355, 532, and 1064 nm. In the case of the traditional monostatic lidar the particulate parameters are retrieved from the measurement of the backscattering coefficients at all three wavelengths and the extinction coefficients at 355 and 532 nm using the “$3\beta + 2\alpha$” technique [13,29–32]. With only five units of data per scattering volume, this technique has been demonstrated [13, 14] to be incapable of solving the ill-posed inverse particle-characterization problem involving many more unknown parameters than five [33].

4. Propagated retrieval uncertainties

In a recent paper [14] the information content of the “$3\beta + 2\alpha$” measurements was analyzed assuming a 5-parameter aerosol model and using the error-propagation framework described by Rodgers [20]. In this study we will evaluate the information content of bistatic lidar system measurements of Eqs. (14)–(19) made at the three HSRL wavelengths (i.e., with no $k^p_{\text{ext}}$ retrievals in the 1064-nm channel). Such a bistatic measurement set can be called “$12\gamma + 3\beta + 2\alpha$”, by analogy with the monostatic “$3\beta + 2\alpha$” set whose information content will be also evaluated for comparison. Thus, the measurement vector of the bistatic lidar system has 17 elements.

We will use a simple aerosol model similar to that of [14]. In this model we assume that the aerosol particles are homogeneous spheres, and that the aerosol population is monomodal and characterized by a gamma size distribution. This size distribution is fully parameterized by the effective radius ($r_{\text{eff}}$) and variance ($v_{\text{eff}}$) [24]. Other parameters of the aerosol model are the real ($m_r$) and imaginary ($m_i$) parts of the refractive index (both assumed to be wavelength independent), as well as the aerosol number concentration $N_c$. Thus, the aerosol state vector has five elements:

$$
X = \begin{pmatrix}
    r_{\text{eff}} \\
    v_{\text{eff}} \\
    m_r \\
    m_i \\
    N_c
\end{pmatrix}.
$$

(20)

The expected variability ranges of the state vector elements are summarized in Table 1.

In forward modeling, the Lorenz–Mie theory [25, 26] is used to compute the elements of the particle normalized scattering matrix and the extinction and scattering cross sections ($C^p_{\text{ext}}$ and $C^p_{\text{sca}}$, respectively). The corresponding coefficients are given by

$$
k^p_{\text{ext}} = C^p_{\text{ext}} N_c \quad \text{and} \quad k^p_{\text{sca}} = C^p_{\text{sca}} N_c.
$$

(21)

This computational procedure resulting in the 17-element measurement vector $Y$ (Eqs. (14)–
(19)) can be expressed as some function $F$ applied to the state vector $X$ defined by Eq. (20):

$$Y = F(X) + \epsilon,$$

(22)

where $\epsilon$ represents the measurement noise. This equation can be linearized in the neighborhood of some state vector $X^0$:

$$Y = F(X^0) + J(X - X^0) + \epsilon,$$

(23)

where $J$ is the Jacobian matrix of the function $F$ at $X^0$ having matrix elements of the form

$$J_{ij} = \left. \frac{\partial F_i(X)}{\partial X_j} \right|_{X^0}.$$

(24)

The measurement-error vector $\epsilon$ is assumed to be a random vector obeying a multi-dimensional normal probability density function (PDF) characterized by the error covariance matrix $S_\epsilon$ [20]. Following [14] we assume that all measurements are independent, hence the error covariance matrix is diagonal with the non-zero elements equal to squared standard deviations of the measurement vector elements. The measurement accuracy for the extinction coefficient $\alpha$ is assumed to be 20%, while that for the backscattering coefficient $\beta$ is assumed to be 5% [14]. We assume the measurements of the bistatic coefficients $\gamma$ to have the same absolute accuracy as the backscattering coefficients (5% of $\beta$).

The measurement uncertainties can be propagated into those of the retrieved state vector [20]. The following relationship exists between the retrieval error covariance matrix $S$ and its measurement counterpart $S_\epsilon$:

$$S^{-1} = J^T S_\epsilon^{-1} J,$$

(25)

where “$T$” stands for “transposed”. The diagonal elements of the error covariance matrix $S$ provide standard deviations of the corresponding state vector components.

5. Summa contra Rodgers

Note that there is a difference between Eq. (25) and its counterpart in Rodgers [20]. The latter includes an additional term corresponding to the $a$ priori expectation of the retrieval results:

$$S^{-1} = J^T S_\epsilon^{-1} J + S_a^{-1}.$$

(26)

In that approach the subjective “prior knowledge” of the retrieval outcome is treated as an independent retrieval (which it is not), thereby being on equal footing with the real ones. The assumption that the PDF of the $a$ priori state vector is Gaussian (with some pre-assumed mean value and covariance matrix $S_a$) is characterized by Rodgers himself as “less realistic, but convenient”. The Rodger’s Bayesian approach can be viewed as a variant of data assimilation rather than a retrieval concept. Indeed, the $a$ priori PDF can be treated as a (non-dynamical) model which is adjusted by assimilating measurement results. Although this is a legitimate concept, the mean of the adjusted PDF cannot be called “retrieval” and its standard deviation – “the accuracy” of this “retrieval”. Otherwise, such approach results in a subjective distortion of the retrieval results by forcing the retrieved state vector to be closer to the pre-assumed value. It also reduces the retrieval uncertainty, thereby making the retrieval look better than it actually is. We agree that an existing common knowledge about the range of the state vector variability can be used in the evaluation of the information content of the measurement (we included Table 1 for this very reason). However, prior knowledge under no circumstances should play an active role, influencing retrieval results and estimates of their accuracy. Unfortunately, the popularity
Table 2. Measurement accuracy requirements for quantification of aerosol effects on climate [14, 33]

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>$r_{\text{eff}}$, μm</th>
<th>$v_{\text{eff}}$</th>
<th>$m_r$</th>
<th>$\sigma_0$</th>
<th>$N_c$, cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolute</td>
<td>0.1</td>
<td>0.3</td>
<td>0.02</td>
<td>0.03</td>
<td>–</td>
</tr>
<tr>
<td>Relative</td>
<td>10%</td>
<td>50%</td>
<td>–</td>
<td>–</td>
<td>100%</td>
</tr>
</tbody>
</table>

of the Rodger’s book makes it somewhat problematic to convince the scientific community to have a more critical look at its treatment of a priori information. In this study we will use Eq. (25) to estimate the retrieval uncertainties, while Eq. (26) will serve for the demonstration of the impact of the “prior knowledge” use according to [20]. In the latter case we will follow [14] by assuming the a priori state variables to be uncorrelated and having standard deviations equal to one half of their respective variability ranges (indicated in the bottom row of Table 1).

6. Degrees of freedom in the measurements

Common knowledge of the state vector variability can play an important role in the evaluation of “usefulness” of the measurement (given its nature and accuracy) by estimating the amount of new information that it provides compared to what is already known. In this regard, we find instructive the number of degrees of freedom (DOF) described in [20] as a metric quantifying the information content of a measurement. The DOF is defined as the number of independent units of information in the measurement determined with the accuracy better than the a priori constraints. For an ideal measurement system the DOF would be equal to the number of state parameters (five in our study). There are two methods for the DOF computation described in [20]. One defines the DOF as the number of singular values (SVs) of the matrix

$$\tilde{J} = S_e^{-\frac{1}{2}} J S_a^{-\frac{1}{2}}$$

that are greater than “about unity”. This number is equal to the number of eigenvalues of $\tilde{J}^T \tilde{J}$ having the same property. Note that in our model both $S_e$ and $S_a$ are diagonal, so the computation of their square roots is straightforward. This method is independent of the Bayesian approach and effectively provides a measure of sensitivity of the measurement variation (normalized by the error) to the variation of the state vector (normalized by the variability range). Another DOF estimate is based on the Bayesian approach in the linear Gaussian case and has the following quantitative expression:

$$d_s = \text{tr} \left[ (J^T S_e^{-1} J + S_a^{-1})^{-1} J^T S_e^{-1} J \right],$$

where “tr” stands for “trace”. Note that unlike the DOF based on the number of singular values, $d_s$ is not necessarily an integer.

7. Case studies

In this section we present the results of four case studies associated with specific choices of the state vector $X^0$. In each case the Jacobian matrices were computed by differentiating the output of the Lorentz–Mie FORTRAN program [26]. In order to derive the matrix element $J_{ij}$, the elements of the measurement vector component $Y_i$ were first computed for the three
state vectors having the same elements as $X_0$, except for the $j$’s element, which was varied within 5%: $0.95X_0^j$, $X_0^j$, and $1.05X_0^j$. These three data points were then used for the derivation of the coefficients of a unique quadratic function that connects them. As the final step, the derivative at $X_0^j$ was evaluated analytically using these coefficients. This method is more robust then that based on finite differences, since it accounts for the local curvature of the function that is being differentiated. The choice of a 5% step is not crucial; tests with different values revealed only insignificant differences. The measurement error covariance matrix $S_e$ was determined as described in Section 4 (20% for $a$, 5% for $b$ and $\gamma$). In each case separate computations were performed for the “$12\gamma + 3\beta + 2\alpha$” and “$3\beta + 2\alpha$” configurations.

The retrieval accuracy thresholds for the reliable quantification of the aerosol effects on climate are summarized in Table 2 (if both absolute and relative uncertainties are present, the greater of them is assumed). These numbers were initially reported in [33] and later adopted (with some modifications) by the NASA ACE Project (cf. [14]).

The four aerosol cases were selected to be similar to those chosen in the previous “$3\beta + 2\alpha$” sensitivity study [14]. They include weakly absorbing fine 0.17-μm particles (Case 1) characteristic of urban emissions; larger 0.5-μm particles (Case 2); and large coarse-mode aerosol with $r_{\text{eff}} = 1.6$ μm representing sea spray aerosols (Case 3). In addition, we included Case 4 of highly absorbing brown-carbon spheres [34] with $r_{\text{eff}} = 0.12$ μm and $m_t = 0.27$.

One of the goals of this study is to find the optimal scattering angle $\Theta$ for the additional HSRL receiver. Figures 1–4 quantify the dependence of the propagated uncertainties on the most interesting range from 160°–180° where the elements of the scattering matrix exhibit the strongest variability with (and hence the strongest sensitivity to) particle size and refractive index [16]. We have not considered smaller scattering angles since they seem to be less practical from the point of view of satellite formation flying, and also because cirrus clouds may stronger affect the measurements at such angles (see the discussion in [16]). The state parameters and their propagated standard deviations for all four cases are summarized in Table 3. While there $\Theta = 165^\circ$ has been chosen as the reference scattering angle, it can be seen from Figs. 1–4 that any angle between 160° and 170° can be equally satisfactory. Studies involving more complex aerosol models (such as bimodal) may help narrow this range down.

Figures 1–4 show the ratios of the propagated standard deviations to the actual values of the corresponding state vector elements. The relative standard deviation values for the “$3\beta + 2\alpha$” configuration are depicted by the arrows on the right-hand vertical axes. Note that they are always larger than their “$12\gamma + 3\beta + 2\alpha$” counterparts corresponding to $\Theta = 180^\circ$ because the latter configuration includes redundant yet independent backscatter measurements made by the second receiver. The top panels of each figure present the actual propagated uncertainties computed using Eq. (25), while the respective bottom panels demonstrate the artificial “improvement” of the measurement accuracy if Rodger’s “regularization” (26) is applied. Based on these plots, we selected $\Theta = 165^\circ$ as a good candidate for the additional-receiver scattering angle. Note also that the uncertainties of the “$12\gamma + 3\beta + 2\alpha$” retrievals using this angle are so small that they are hardly improved by the a priori regularization procedure (except for $m_t$ in Case 4).

The state parameters and their propagated standard deviations for all four cases are summarized in Table 3. The uncertainties are presented for the “$3\beta + 2\alpha$” and “$12\gamma + 3\beta + 2\alpha$” configurations, the latter corresponding to $\Theta = 165^\circ$. We also show for comparison the “$3\beta + 2\alpha$” results obtained using Rodger’s a priori regularization. These values are crossed out by red lines in Table 3 to emphasize that they are not methodologically admissible. The arrow superscripts indicate that the state parameter values within one standard deviation from the mean violate the upper ($\uparrow$), lower ($\downarrow$), or both ($\uparrow\downarrow$) limits of the variability range indicated in Table 1.

In addition to the state vector elements, we report in Table 3 the uncertainties in the single-scattering albedo (SSA) $\sigma_0$ at the 532-nm wavelength. This important optical parameter is derived from the state vector using the Lorenz–Mie theory. We estimate the retrieval uncertain-
Table 3. State parameters and propagated uncertainties for four sensitivity study cases

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>urban</td>
<td>larger</td>
<td>coarse</td>
<td>absorbing</td>
</tr>
<tr>
<td>$r_{\text{eff}}, \mu m$</td>
<td>0.17</td>
<td>0.5</td>
<td>1.6</td>
<td>0.12</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}, \mu m$</td>
<td>0.09 (52%)</td>
<td>0.18 (36%)</td>
<td>6.16 (385%)$^\dagger$</td>
<td>0.01 (6%)</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}^{\text{reg}}, \mu m$</td>
<td>0.06 (36%)</td>
<td>0.08 (17%)</td>
<td>0.72 (45%)</td>
<td>0.01 (5%)</td>
</tr>
<tr>
<td>$\sigma_{165^{\circ}12y+3\beta+2\alpha}, \mu m$</td>
<td>0.02 (10%)</td>
<td>0.02 (4%)</td>
<td>0.09 (6%)</td>
<td>0.005 (4%)</td>
</tr>
<tr>
<td>$v_{\text{eff}}$</td>
<td>0.16</td>
<td>0.2</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}$</td>
<td>0.24 (152%)$^\dagger$</td>
<td>0.40 (199%)$^\dagger$</td>
<td>8.7 (2173%)$^\dagger$</td>
<td>0.06 (32%)</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}^{\text{reg}}$</td>
<td>0.14 (90%)$^\dagger$</td>
<td>0.18 (88%)$^\dagger$</td>
<td>0.20 (50%)$^\dagger$</td>
<td>0.06 (28%)</td>
</tr>
<tr>
<td>$\sigma_{165^{\circ}12y+3\beta+2\alpha}$</td>
<td>0.05 (34%)</td>
<td>0.04 (21%)</td>
<td>0.06 (16%)</td>
<td>0.04 (18%)</td>
</tr>
<tr>
<td>$m_r$</td>
<td>1.47</td>
<td>1.47</td>
<td>1.47</td>
<td>1.67</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}$</td>
<td>0.18 (12%)$^\dagger$</td>
<td>0.09 (6%)</td>
<td>0.56 (38%)$^\dagger$</td>
<td>0.22 (13%)</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}^{\text{reg}}$</td>
<td>0.11 (8%)</td>
<td>0.05 (3%)</td>
<td>0.03 (2%)</td>
<td>0.15 (9%)</td>
</tr>
<tr>
<td>$\sigma_{165^{\circ}12y+3\beta+2\alpha}$</td>
<td>0.03 (2%)</td>
<td>0.004 (0.3%)</td>
<td>0.005 (0.3%)</td>
<td>0.13 (8%)</td>
</tr>
<tr>
<td>$m_i$</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
<td>0.27</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}$</td>
<td>0.030 (1027%)$^\dagger$</td>
<td>0.012 (406%)$^\dagger$</td>
<td>0.012 (398%)$^\dagger$</td>
<td>0.48 (179%)$^\dagger$</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}^{\text{reg}}$</td>
<td>0.021 (68%)$^\dagger$</td>
<td>0.008 (279%)$^\dagger$</td>
<td>0.002 (65%)</td>
<td>0.14 (53%)$^\dagger$</td>
</tr>
<tr>
<td>$\sigma_{165^{\circ}12y+3\beta+2\alpha}$</td>
<td>0.005 (152%)$^\dagger$</td>
<td>0.001 (49%)</td>
<td>0.0005 (18%)</td>
<td>0.19 (70%)$^\dagger$</td>
</tr>
<tr>
<td>$N_c, \text{cm}^{-3}$</td>
<td>1100</td>
<td>1100</td>
<td>50</td>
<td>1100</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}, \text{cm}^{-3}$</td>
<td>2498 (227%)$^\dagger$</td>
<td>2798 (254%)$^\dagger$</td>
<td>4658 (9316%)$^\dagger$</td>
<td>515 (47%)</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}^{\text{reg}}, \text{cm}^{-3}$</td>
<td>1666 (152%)$^\dagger$</td>
<td>1260 (115%)$^\dagger$</td>
<td>419 (237%)$^\dagger$</td>
<td>410 (37%)</td>
</tr>
<tr>
<td>$\sigma_{165^{\circ}12y+3\beta+2\alpha}, \text{cm}^{-3}$</td>
<td>551 (50%)</td>
<td>354 (32%)</td>
<td>35 (71%)</td>
<td>310 (28%)</td>
</tr>
<tr>
<td>$\varpi_0$ (at 532 nm)</td>
<td>0.98</td>
<td>0.97</td>
<td>0.91</td>
<td>0.47</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}$</td>
<td>0.14 (14%)</td>
<td>0.10 (10%)</td>
<td>0.19 (21%)</td>
<td>0.53 (113%)</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}^{\text{reg}}$</td>
<td>0.10 (10%)</td>
<td>0.07 (7%)</td>
<td>0.06 (6%)</td>
<td>0.16 (35%)</td>
</tr>
<tr>
<td>$\sigma_{165^{\circ}12y+3\beta+2\alpha}$</td>
<td>0.03 (3%)</td>
<td>0.01 (1%)</td>
<td>0.01 (1%)</td>
<td>0.26 (56%)</td>
</tr>
</tbody>
</table>

ties in the SSA using the propagated errors in the imaginary part of the refractive index ($m_i$), which is the main contributor to the SSA variability. Specifically, we first compute the SSA for $m_i$ and $m_i \pm \sigma_{m_i}$ (if $m_i - \sigma_{m_i}$ is negative, the zero value is taken instead). Then we compare the values of $\varpi_0(m_i - \sigma_{m_i}) - \varpi_0(m_i)$ and $\varpi_0(m_i) - \varpi_0(m_i + \sigma_{m_i})$ and take the largest of these differences (in the absolute-value sense) as the estimate of the SSA retrieval accuracy.

Case 1 (Fig. 1) represents a typical fine-mode urban/industrial aerosol which is weakly absorbing ($\varpi_0 = 0.98$). The “$3\beta+2\alpha$” approach performs relatively well in this case, with both $r_{\text{eff}}$ and $v_{\text{eff}}$ retrieval uncertainties satisfying the (absolute) accuracy thresholds of Table 2. Rodgers’
Table 4. Number of degrees of freedom for the four sensitivity study cases

<table>
<thead>
<tr>
<th>DOF</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
<th>Case 4</th>
</tr>
</thead>
<tbody>
<tr>
<td># (SV ≥ 1)</td>
<td>4</td>
<td>4</td>
<td>3+</td>
<td>4</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}$</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$d_s$</td>
<td>4.29</td>
<td>4.18</td>
<td>3.48</td>
<td>3.75</td>
</tr>
<tr>
<td>$\sigma_{3\beta+2\alpha}$</td>
<td>4.92</td>
<td>4.96</td>
<td>4.90</td>
<td>4.19</td>
</tr>
<tr>
<td>$\sigma_{165^\circ}$</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$\sigma_{12\gamma+3\beta+2\alpha}$</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
</tr>
</tbody>
</table>

regularization artificially reduces the “$3\beta + 2\alpha$” uncertainties by 1/4 to 1/3, yet cannot help reach the accuracy targets for the refractive index, number concentration, and SSA retrievals. “$12\gamma + 3\beta + 2\alpha$” shows a much better performance, with propagated errors being at least five times smaller than those of “$3\beta + 2\alpha$” and fulfilling all the requirements listed in Table 2. Even the relatively poor accuracy (152%) of the $m_r$ retrieval translates into a satisfactory uncertainty in the SSA of only 0.03.

Case 2 (Fig. 2) is similar to Case 1, except with larger particles (and a slightly larger $v_{eff}$). The “$12\gamma + 3\beta + 2\alpha$” technique shows in this case an even better accuracy than in Case 1, with all retrievals meeting their accuracy targets. In comparison, “$3\beta + 2\alpha$” performs generally worse than in the previous case: none of the retrieval accuracies satisfy the requirements of Table 2 (even with the help of regularization).

The aerosol in Case 3 (Fig. 3) consists of coarse-mode particles such as those found in sea spray. Their concentration is lower (50 vs. 1100 cm$^{-3}$) and the size distribution is wider ($v_{eff} = 0.4$) than in the first two cases, while the refractive index is the same. The “$12\gamma + 3\beta + 2\alpha$” approach shows similar or better results (except for $N_c$) compared to Cases 1 and 2, again with all the retrievals meeting the requisite accuracy thresholds. However, this case appears to be the worst for the “$3\beta + 2\alpha$” configuration. The propagated errors for this method appear to be so large that they make all state variables virtually non-retrievable. The range within one standard deviation from the mean of $r_{eff}$, $v_{eff}$, and $m_r$ exceeds both their upper and lower expected variability limits listed in Table 1. We should note that when the errors are several times greater than the corresponding values in the model, the results of the linearized approach of Eq. (23) may not be quantitatively accurate, yet they clearly indicate very poor retrieval quality. This case can serve as a good illustration of the misleading effect of the a priori regularization [20] which reduces the uncertainty by a factor up to 40, thereby making really bad retrievals look plausible.

Case 4 (Fig. 4) demonstrates the effect of aerosol absorption on the retrievals. For this purpose we selected the aerosol model representing strongly absorbing brown-carbon spheres which have been observed in an East Asian–Pacific outflow [34]. They have $m_r = 0.27$ corresponding to an SSA of 0.47. We found that such strong absorption allows for accurate retrievals of the number concentration and the size distribution parameters (all meeting the accuracy thresholds for both methods). However, the retrieval accuracy of $m_r$ and the SSA in this case appears to be insufficient for both the “$3\beta + 2\alpha$” and the “$12\gamma + 3\beta + 2\alpha$” approaches (while still being better for the latter one). It is quite instructive to see that in this case the regularized
Fig. 1. Ratios of the propagated standard deviations to the actual values of the corresponding state vector elements as functions of the scattering angle $\Theta$ for Case 1 (urban fine-mode aerosols). The curves depict the propagated uncertainties of the “$12\gamma + 3\beta + 2\alpha$” method, while those of the “$3\beta + 2\alpha$” approach are shown by the arrows on the right-hand vertical axes. Top: the actual values computed according to Eq. (25); bottom: the values “regularized” according to Eq. (26) (not to be used, shown for comparison only).

“$3\beta + 2\alpha$” retrieval accuracies for the imaginary refractive index and SSA appear to be better than the non-regularized “$12\gamma + 3\beta + 2\alpha$” accuracies. By accepting this result at its face value, one would implicitly conclude that replacing costly actual measurements with “gratis” a priori assumptions would be an efficient and inexpensive way to solve the aerosol problem. In reality however this is but another example of misleading results rendered by Eq. (26).

Table 4 and Fig. 5 summarize the information content of the measurements characterized by the number of the degrees of freedom. The first block of rows in Table 4 lists the DOFs determined as the number of SVs of the matrix $\tilde{J}$ (Eq. (27)) that are greater than unity. This number is the same as the number of eigenvalues of $\tilde{J}^T \tilde{J}$ with the same property. The corre-
Fig. 2. As in Fig. 1, but for Case 2 (larger aerosols).

Corresponding data are represented by blue lines and arrows in Fig. 5. We see that in the first three cases the “$12\gamma + 3\beta + 2\alpha$” approach is able to fully characterize the aerosol model showing the maximum possible number of degrees of freedom (five). The DOF is one degree less in Case 4 reflecting poor retrievability of the imaginary part of the aerosol refractive index in this case. The “$3\beta + 2\alpha$” performance is systematically worse, with DOF $\leq 4$. We assigned this method a DOF of “3+” in Case 3 since it would be three if the strict “greater than unity” criterion is used, however, the second smallest eigenvalue of $\tilde{J}^T \tilde{J}$ in this case is 0.94, so it can barely pass the “greater than about unity” test and add the fourth degree of freedom. Note however that in other cases such eigenvalues are substantially larger. The results of the DOF computation in the Bayesian framework according to Eq. (28) are similar (second block of rows in Table 4 and red curves and arrows in Fig. 5). Again, the “$12\gamma + 3\beta + 2\alpha$” methodology performs almost perfectly in Cases 1 – 3 with the corresponding DOFs within 0.1 of the state space dimension (five). The corresponding “$3\beta + 2\alpha$” values are below 4.3, especially in the worst case of coarse particles (Case 3) where $d_3 = 3.48$. These results are in general agreement with those of Burton...
et al. [14], who suggested that the ill-posedness in the “3β + 2α” approach is primarily caused by cross-talk between the particle radius and number concentration. The improvements in DOFs resulting from the addition of a secondary receiver imply that the supplementary measurements are sufficient to break such cross-talks. In Case 4 both methods show poor ability to constrain $m_i$ of strongly absorbing aerosol. With one effectively non-retrievable parameter, the DOFs for the “12γ + 3β + 2α” and “3β + 2α” approaches are down to 4.19 and 3.75, respectively.

8. Conclusions

We presented for the first time a quantitative error-propagation study for a bistatic lidar system. Our results demonstrate that the addition of a second receiver (at a scattering angle close to 165°) to a conventional HSRL system leads to a radical improvement of the accuracy of aerosol retrievals. The latter include the effective radius and variance of the aerosol size distribution, complex refractive index, and number concentration. The second receiver provides 12
Fig. 4. As in Fig. 1, but for Case 4 (highly absorbing brown-carbon particles).

photopolarimetric measurements in addition to the five measurements of the monostatic lidar. We called this set of measurements “12γ + 3β + 2α” by analogy with the conventional “3β + 2α” configuration.

In this study the performance of both the “12γ + 3β + 2α” and the “3β + 2α” techniques was evaluated using the linearized forward model of Eqs. (23) and (25). This approach is similar to that applied to the traditional “3β + 2α” configuration in [14]. Four case-study aerosol models were used in our analysis, three of which represent weakly absorbing aerosols with different sizes, and one simulates highly absorbing brown-carbon particles. The propagated uncertainties summarized in Table 3 show that the “12γ + 3β + 2α” retrievals are typically much more accurate (with errors smaller by a factor of 5 or more) than their “3β + 2α” counterparts. They always satisfy the threshold accuracy requirements from [14,33] (except for the refractive index and the SSA in Case 4). In contrast, the “3β + 2α” retrieval accuracies failed to satisfy the same requirements for all parameters in all cases, besides $r_{\text{eff}}$ and $v_{\text{eff}}$ in Cases 1 and 4 and $N_c$ in Case 4. In the cases with weakly absorbing aerosols, the “3β + 2α” approach demonstrated
Fig. 5. Degrees of freedom computed for the “$12\gamma + 3\beta + 2\alpha$” approach as functions of the second receiver’s scattering angle. The DOFs for the “$3\beta + 2\alpha$” method are indicated by arrows. Blue lines and arrows represent the DOFs determined as the number of eigenvalues of the matrix $\tilde{J}^T\tilde{J}$ that are greater than unity ($\tilde{J}$ is defined by Eq. (27)), while the red curves and arrows represent the DOFs computed according to Eq. (28). The study cases are the same as in Figs. 1–4.

a pronounced accuracy degradation with the increase of the particle size. In particular, for the coarse-mode aerosol in Case 3 virtually none of the aerosol parameters can be considered retrievable using this approach. For the absorbing aerosol in Case 4 both techniques showed good accuracy in size distribution parameters and number concentration, while the estimates of the complex refractive index and the SSA were rather poor. We also demonstrated and discussed how the commonly used a priori “regularization” technique of Eq. (26) [20] can artificially reduce the propagated uncertainties and can thus be misleading as to the real retrieval capabilities of a measurement system. The computation of the number of DOFs, an important information content metric, demonstrated that in Cases 1–3 the “$12\gamma + 3\beta + 2\alpha$” technique can fully constrain all aerosol model parameters (the corresponding DOFs being equal to the state vector dimension, i.e., 5), thus resolving cross-talks between state variables present in the “$3\beta + 2\alpha$” approach (where the corresponding DOFs are equal to 4 or less). In Case 4 the poor accuracy of the imaginary refractive index retrieval common to both methods results in DOF = 4.

We conclude that supplementing a monostatic HSRL with an additional receiver would dra-
matically increase the information content of the measurements, allowing for sufficiently accurate and vertically resolved characterization of atmospheric aerosols. Such a bistatic lidar system [16] would far exceed the capabilities of currently available or proposed satellite instruments in monitoring aerosol effects on the Earth’s climate.

In this study we do not discuss relevant technical issues (such as, e.g., the configuration and type of the second receiver, the measurement error budget, the degree of separation of aerosol and Rayleigh scattering in HSRL, etc.) and plan to address them elsewhere. Here we only mention the technical feasibility of a fully controlled two-satellite system flying in formation. It has been successfully demonstrated by coordination between the NASA’s platforms carrying the Cloud–Aerosol Lidar with Orthogonal Polarization (CALIOP) [35] and the CloudSat radar [36]; and also by the European TanDEM-X (TerraSAR-X add-on for Digital Elevation Measurements) mission based on two radars flying in close formation on twin satellite platforms [37]. Our future plans include similar analyses of more realistic bimodal aerosol populations, as well as more detailed studies involving numerical simulations of the lidar measurements (e.g., using Monte Carlo computations) and the design of inversion algorithms for various bistatic lidar configurations (with an HSR or elastic secondary receiver).
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